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.Let A(t) € Mat,x,(C"(R)), for 1 < r < oo,w. Prove: any local solution of 2’ = A(t) - z

extends (uniquely) to a global solution z(t) € C""!(R).

. Prove: the dimension of the space of solutions of #(™ + a,_1(t)z™= V... 4 ao(t)z = 0 is n.
. Let z(t), y(t) be solutions of 2’ = A(t) - z. Prove Grénwall’s bound on the separation of

solutions: [[z(t) — y(t)|| < [|z(to) — y(to)]] - oo 1Al lopds

t
In particular, any solution of o’ = A(t)z satisfies: ||z(£)]| < ||lz(to)]| - e/t 14 lerds,

. Obtain a similar bound on ||z(t)|| for any solution of 2’ = A(t)z + b(¢).

. Suppose a solution z(t) of equation ™ + a, ()™ V... + qo(t)z = 0, with a,(t) € C°

has infinitely many zeros on a compact interval. Prove: x(t) = 0 on this interval.
Can the compactness be weakened to boundedness here?

. Prove: the function sin(t?), p € N, cannot be a solution of equation ™ + a,_; (t)z("~1 +

-+ ap(t)z = 0 with C%coefficients, for n < p.

. Prove: the function e_t%, extended to (—1,1), cannot be a solution of equation (™ +

an_1()x™Y .. 4 ag(t)z = 0 with CO-coefficients, for any n.

. Let X(t) be a fundamental matrix of 2’/ = A(t)z or 2" +a,,_,(t)z™ "V +- . -+ay(t)z=0. Prove:
a.
b.

There exists a fundamental matrix X(?) satisfying X(¢o) = 1.
Any two fundamental matrices are related by X(t) = X(¢) - U for U € GL(n,R) a constant
matrix.

c. X(t) is non-degenerate for each ¢. In the case 2’=A(t)x it satisfies: X'(t) = A(t) - X(¢).
d.
. Let X(¢), X(t) be two fundamental matrices of the system 2’ = A(t)z. Suppose X(#;) = 1

The (unique) solution for the initial condition z(tg) = z, is: X(¢) - X~ (¢) - z,.

and X(t,) = 1. Prove: X(t) - X(t1) = IL.

. Let X4(t) be a fundamental matrix for ' = A(t) - z, let Xp(t) be a fundamental matrix for

2’ = B(t) - z. Prove: if X,(t)B(t) = B(t)Xa(t) then X4(#)Xp(t) is a fundamental matrix
of 2’ = (A(t) + B(t))z.

. Given two functions z;(t), z2(t) € C*(a,b) (not necessarily solutions of some ODE), suppose

W {(z1(t),z2(t)) = 0 on (a,b). Does this imply the R-linear dependence of 1 (t), x2(t)?
(Hint at the end of page)

. Prove: if W(z4(t),...,2z,(t)) = 0 on (a,b) for some analytic functions, then these functions

are R-linearly dependent on (a,b).

. Verify: the functions sin(t?), cos(t?) are (linearly independent) solutions of tz"—x'+4t3x =0,

but the Wronskian of these functions vanishes at a point. Any contradiction to 4.b?

. Prove: if lim; ft trace[A(s)]ds = oo, then at least one solution of 2/ = A(t)z is un-

bounded.

Show by an example that the conclusion “||z(t)|| — oo for at least one solutions” fails.

race[A(s)] . ~
[t reesShds g transforms o' = A(t)-z into a system 2’ = A(t)-x

with trace[A(t)] = 0. (Should one choose here 4+ or —7)

ap—1(s) .
" 552ds g transforms the equation 2 +a,_; ()2 ... 4

ap(t)z = 0 into an equation with a,_1(t) = 0. (Should one choose here + or —7)
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