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0 Introduction

In recent years there is a growing interest in studying small representations and their appli-

cation to the Langlands Conjectures. The most well known example of this type is the theta

representation. One uses this representation to construct liftings from symplectic groups,

or their double cover, to orthogonal groups and vice versa. This representation, which is

defined on the double cover of the symplectic group, is associated with the minimal orbit.

This means that this representation supports very ”few” Fourier coefficients. This is in fact,

the key ingredient which makes this and all other constructions work.

In the last few years there are many more examples of constructions of small representa-

tions. In [GRS1] the minimal representation for simply laced groups was constructed. Then,

in [GRS4], these representations were used to construct a tower of liftings for the exceptional

group G2. A similar idea was used in [GRS5] to construct the descent map from GL2n to

the classical groups. A more recent example of such construction was studied in [BFG]. In

that example the authors constructed a small representation for the double cover for odd

orthogonal groups.

The constructions of many of these example is done by studying residues of Eisenstein

series. One of the key steps is to understand the structure of the unramified constituent of

these residues.

In this paper we construct some new examples of small representations for the group

SO2m. In fact we extend the construction done in [GRS1] for the minimal representation for

these groups. As mentioned above, and as explained in [GRS2] for symplectic group, one

can associate to a unipotent orbit a set of Fourier coefficients. In [GRS2] it is also explained

how to associate to an automorphic representation a set of unipotent classes.
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Our main goal in this paper is a construction of small representations for SO2m which

are associated with the unipotent classes (22i12(m−2i)) for all 0 ≤ i ≤ m′ where m′ = m/2−1

if m is even and m′ = (m − 1)/2 − 1 if m is odd . This construction is done by studying

the residues of the Siegel Eisenstein series of SO2m. More precisely, let Pm denote one of the

two standard parabolic subgroups of SO2m whose Levi part is GLm. Let Em(g, s) denote

the Siegel Eisenstein series as defined in Section 2. In [KR] the poles of this Eisenstein

series were determined. This is our starting point. In Section 2 we establish the fact that

all these residues are square integrable and in case F is a totally real field we show that

they fact are irreducible. We then study the unramified nature of each residue. We prove

that at unramified places the residue representation is a constituent of two different maximal

parabolic subgroups. In Section 3 we use this property to show that these residues supports

”few” Fourier coefficients. Our main result in that Section is Theorem A. In that Theorem

we prove that if O is any unipotent class which is greater or equal to (312m−3) then all the

residues which we constructed has no nontrivial Fourier coefficient which corresponds to O.

We also prove some vanishing results corresponding to the unipotent classes (22j12(m−2j)) with

j > i. In Section 4 we study some non-vanishing properties of these residues. In Theorem B

we prove that these representations have nonzero Fourier coefficients corresponding to the

unipotent class (22i12(m−2i)).

A first possible application to the construction of these representations, is to obtain more

examples of liftings between split orthogonal groups. We hope to be able to use these liftings

to construct new examples of CAP representations. However, it is possible that we will need

to study other forms, not the split one, in order to achieve these liftings. As a second possible

application we hope to use these residues to study the poles of the standard L-function of a

cuspidal irreducible representation of SO2m(A) which is not necessary generic. We hope to

relate the existence of a pole to the non-vanishing of a certain period, thus extending some

of the results of [GRS6] to the non-generic case. In [GRS1], it is proved that the minimal

representation, in our case when i = 1, is the theta lift of the identity representation from

SL2 to SO2m. As indicated in [HL] it is expected that the representations we construct will

be the theta lift of the identity function from Sp2i to SO2m. We hope to address these issues

in the very near future.

After completing this paper it was brought to our attention that Theorem A can be also

deduced from the local results of [We03].
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1 Basic Definitions and Properties

Let SO2m be the split orthogonal group. In term of matrices we will always consider this

group with respect to the form represented by the matrix with ones on the other diagonal. Let

F be a global field and A its ring of adeles. Let Pm be the maximal parabolic of SO2m whose

Levi part is GLm. Let Em(g, s) =
∑

SO2m(F )/Pm(F ) fs(γg) be the Siegel Eisenstein series where

fs ∈ IndSO2m(A)
Pm(A) δs

Pm
is a standard section. It is well known that the series Em(g, s) converges

on a right half plane. Moreover, it has simple poles at the points sm,i = (m− 1− i)/(m− 1)

with 0 ≤ i ≤ m′ where m′ = m
2
− 1 if m is even and m′ = (m−1)

2
− 1 if m is odd . Each of

these possible poles can be realized by an appropriate choice of a section f . The proof of all

this is contained in [KR].

Let Em,i(g) denote the residue of Em(g, s) at the point sm,i. We shall denote by Em,i the

corresponding representation. Here and elsewhere we will assume that 0 ≤ i ≤ m′. When

i = 0 we obtain the constant representation. In [GRS1] the residual representation Em,1 is

used to define the minimal automorphic representation of SO2m. It is also shown there that

the representation Em,1 is square integrable. Our first result is to extend this property to

the residues at the other points.

We have

Theorem 1: The residue representations Em,i are all square integrable.

Proof: We argue by induction, the case m = 3 being the base of the induction for which the

result is valid. Let Qm,1 be the parabolic subgroup of SO2m whose Levi part is GL1×SO2m−2.

Let Um,1 denote its unipotent radical. From [KR] we have the following inductive formula

CP1(Em((a, h), s)) = |a|(m−1)sEm−1(h,
m− 1

m− 2
s)+ |a|(m−1)(1−s)Ea

m−1(h,
m− 1

m− 2
s− 1

m− 2
) (1)

Here CP1(Em(g, s)) denotes the constant term along Um,1 and (a, h) ∈ GL1 ×SO2m−2. Also,

Ea
m(g, s) is the Eisenstein Series corresponding to P a

m, the parabolic subgroup associated to

Pm. Since a similar formula is applicable for Ea
m(g, s) it is readily verified by induction that

this series has the same poles and the same exponents as Em(g, s).

Since our Eisenstein series is concentrated on the Borel, the criterion of square integra-

bility of [MW] asserts that if η is an exponent of our representation then ηδ
− 1

2
B should be

of the form
∑

α∈∆ aαα with aα < 0 for all simple roots α. To check that the set P (m, i) of

exponents of Em,i obey this, we note that an easy calculation shows that any

χ(t(a1, ..., am)) = Πm
i=1|ai|yi

with ∀1 ≤ i ≤ m, yi ≥ 0; y1 > 0; ym = 0 can be represented as a sum along the simple roots,

χ =
∑

α nαα with nα all positive.
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Now let P (m, i) denotes the set of vectors ~v = (v1, ..., vm) in Zm such that η(t(a1, ..., am)) =

Πm
i=1|ai|vi is an exponents of the automorphic form Em,i. The inductive formula above im-

plies the following algorithm to obtain P (m, i) recursively.

For j ∈ Z, ~v = (v1, ..., vk) ∈ Zk, let us denote by j × ~v the vector (j, v1, ..., vk) ∈ Zk+1.

Clearly, P (m, 0) consists of the zero vector ~0 ∈ Zm and P (m, i) is formed from P (m−1, i−1)

and P (m−1, i) as follows: Assume 1 ≤ i ≤ [m
2
]−1. If m is odd or if m is even and i 6= [m

2
]−1

we have

P (m, i) = (m− i− 1)× P (m− 1, i− 1) ∪ (i)× P (m− 1, i)

In case m is even and i = [m
2
]− 1 we have

P (m, i) = (m− i− 1)× P (m− 1, i− 1)

Note, that the three conditions above are to be checked for δ
1
2
Bη

−1 where η is an exponent

of Em,i. Since δ
1
2
B(t(a1, ..., am)) = am−1

1 am−2
2 ...a0

1 we will check that for any ~v ∈ P (m, i) that

the vector ~ρm−~v , with ~ρm = (m−1,m−2, ..., 0) satisfy the three conditions mentioned above.

Indeed, we may write ~v = (j, u1, ..., um−1) with ~u = (u1, ..., um−1) ∈ P (m−1, i−1)∪P (m−1, i)

and j < m. note that ~ρm−~v = (m−1− j)× ( ~ρm−1−~u) and the three conditions are verified

by induction.

�

In the next Theorem we extend the result of [GRS1] regarding the irreducibility of the

residual representations. For the next theorem we assume that F is a totally real number field

although we expect that the theorem, in fact the proof, is valid without this assumption.

The problem being lack of information about the exact structure of degenerate principal

series for the complex group SO(2m,C). At any rate we have

Theorem 2: Assume that F is totally real field. Then the representations Em,i are all

irreducible.

Proof: We use an argument from [La-Ra]. The automorphic representation Em,i generated

by the residual Eisenstein series factors through Ind
G(A)
Pm(A)δ

sm,i

P = ⊗vIv(sm,i) with Iv(sm,i) =

Ind
G(Fv)
Pm(Fv)δ

sm,i

Pv
. Now, the local representation Iv(sm,i) has a unique irreducible quotient. In

the p-adic case this follows from [BJ], (proposition 5.2) while in the archimedean case this

follows from [John] (cf. [Lee-Loke]). Thus Iv(sm,i) has a unique semi-simple quotient, and

a-fortiori a unique unitarizable quotient, and the latter is irreducible. Hence, the same is

true for Ind
G(A)
P (A)δ

sm,i

P . On the other hand Em,i consists of square-integrable forms, and hence

it is unitarizable. Thus Em,i is isomorphic to the unique unitarizable quotient of Ind
G(A)
P (A)δ

sm,i

P

and hence irreducible.

�
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We end this section with some local result. Let F be a local place where the representation

Em,i is unramified. By abuse of notations we shall denote by Em,i this local representation.

We shall also suppress the reference to F in the notations. Clearly this representation is

a constituent of the induced representation IndSO2m
Pm

δsi
Pm

. We will now show that in fact,

this representation is a constituent of another induced representation. Let Qm,i denote the

maximal parabolic subgroup of SO2m whose Levi part is GLi × SO2(m−i). We now prove

Proposition 1: The local representation Em,i is a constituent of IndSO2m
Qm,i

χiδ
1/2
Qi

. Here χi

is an unramified character of Qm,i defined on the GLi component and extended trivially to

Qm,i.

Proof: Let Bm be the Borel subgroup of SO2m. We parameterize the maximal torus of

SO2m as t = diag(a1, a2, ..., am, a
−1
m , ..., a−1

1 ). An easy computation shows that δPm(t) =

|a1a2...am|m−1 and δBm(t) = |a1|2m−2|a2|2m−4...|am|0. We conclude that

δBGLi
×BSO2(m−i)

= |a1|i−1|a2|i−3 · · · |ai|−i+1|ai+1|2m−2i−2 · · · |am|0

and thus

δ
1/2
BGLi

×BSO2(m−i)
= |a1|(i−1)/2|a2|(i−3)/2 · · · |ai|(−i+1)/2|ai+1|m−i−1 · · · |am|0

Here, for a group G, we denote by BG its Borel subgroup.

Let µ = δ
−1/2
Bm

δsi
Pm

. Thus Em,i is a sub-representation of IndSO2m
Bm

µδ
1/2
Bm
. We denote by

να = |det|αδ1/2
BGLi

δ
1/2
BSO2(m−i)

where |det|α is defined as a character of GLi. Define the following

Weyl element wi = diag(Ji, Jm−i, Jm−i, Ji) in SO2m where Jk denotes the k × k matrix

with ones on the other diagonal, and zero elsewhere. A simple computation shows that

twisting µ by wi gives us the character ν−(i+1)/2. This means that Em,i is a constituent of

IndSO2m
Bm

(ν−(i+1)/2δ
1/2
BGLi

δ
1/2
BSO2(m−i)

)δ
1/2
Bm

. Induction by stages yields that Em,i is a constituent

of IndSO2m
Qm,i

ν−(i+1)/2δ
1/2
Qm,i

. From this the proposition follows. �

2 Vanishing of Fourier Coefficients of Em,i

In this section we will start our study of Fourier coefficients of the representations Em,i. It

will be convenient to do it using the language of unipotent classes. We will now recall some

basic facts about these notions and their relations to Fourier coefficients.

In [GRS2] the connection between unipotent classes and Fourier coefficients of automor-

phic representations was studied in the case of the symplectic group. The correspondence

between these two notions is defined in a similar way in the case of orthogonal groups. We

now briefly explain this. Let O = (n1 · · ·nr) be a unipotent orbit for SO2m. This means that
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n1 ≥ n2 · · · ≥ nr and n1 + · · · + nr = 2m. As explained in [C-M] each even number occurs

with even multiplicity. To such a unipotent orbit we associate a one dimensional torus ele-

ment in SO2m as follows. To each ni we consider the set {tni−1, tni−3, · · · , t−(ni−3), t−(ni−1)}.
Joining all these sets to one set and writing the elements in decreasing powers of t we obtain

a torus element of SO2m which we denote by hO(t). Let V denote the maximal unipotent

subgroup of SO2m which consists of upper triangular matrices. The torus hO(t) acts on V .

On each one dimensional unipotent subgroup of V which corresponds to a positive root, the

torus hO(t) acts by multiplication by tk for some k ≥ 0. We let V (O) denote the unipo-

tent subgroup of V which consists of all one dimensional subgroups such that hO(t) acts by

multiplication of tk with k ≥ 2. As explained in [GRS2] to the group V (O) we associate a

family of characters ψV (O). In this way to each unipotent class O we can associate a family

of Fourier coefficients defined by ∫
V (O)(F )\V (O)(A)

ϕ(vg)ψV (O)(v)dv (2)

Here ϕ is a vector in some automorphic representation of the group SO2m(A).

Finally, as explained in [C-M], there is a partial ordering which is defined on the set of

all unipotent classes of the group SO2m.

Our main result in this section is

Theorem A: Let O be any unipotent classes which is either greater or equal to the unipotent

class (312m−3) or greater then (22i12(m−2i)). Then the representation Em,i has non nonzero

Fourier coefficient with respect to these unipotent orbits. In other words, the integrals (2)

in which O is a unipotent classes as cited, vanish for any choice of ϕ ∈ Em,i.

We will prove Theorem A in several steps. We start with

Proposition 2: Let O be one of the following unipotent classes:

(a) O = (312m−3).

(b) O = (22j12(m−2j)) with j > i.

(c) O = ((2n1)
2l1 · · · (2nk)

2lk1t) where t ≥ 0 and n1 > 1.

Then the representation Em,i has no nonzero Fourier coefficient corresponding to the unipo-

tent orbit O.

Proof: To prove the proposition, we will show that a local unramified component of the

representation Em,i can not have a nonzero functional which corresponds to one of the above

unipotent classes. To do this we follow the proof of Lemma 2 in [GRS3].

For this proof only, let F be a local field where the residue representation is unramified.

As in the proof of Proposition 1 we will write Em,i for the local component. From that

proposition it follows that Em,i is a constituent of two induced representations. From the
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exactness of the Jacquet Functor it is enough to show that at least one of these induced rep-

resentations has no nonzero local functional which corresponds to one of the above unipotent

orbits. This is done by the Bruhat theory. Thus we have to prove the following. Suppose

that Em,i is a constituent of IndSO2m
R χδ

1/2
R where R is one of the parabolic subgroups Pm

or Qm,i as defined in section one. Then we have to prove that the space of double cosets

R\SO2m/V (O) has no admissible elements. In our context, a double coset is not admissible

if for some representative γ there exists v ∈ V (O) such that ψV (O)(v) 6= 1 and γvγ−1 ∈ R.

We start with case (a). Let ei,j be the standard basis for Mat2m,2m. We let U1 =

{I2m + r1,2e
′
1,2 + · · · + r1,2m−1e

′
1,2m−1 + ze1,2m} where e′p,j = ep,j − e2m−j+1,2m−p+1 and z

depends on the variables r1,j. Thus U1 is the unipotent radical of the parabolic subgroup

whose Levi part is GL1×SO2(m−1). We define a character ψa
U1

(u) = ψ(u1,m +au1,m+1) where

a ∈ F ∗. It follows from the above description of the connection between unipotent orbits

and Fourier coefficients that the integrals∫
U1(F )\U1(A)

Em,i(ug)ψ
a
U1

(u)du (3)

describe the integrals (2) for the case O = (312m−3). Thus we have to show that (3) are zero

for all choice of data. We use the above local argument where we choose R = Pm. That

is, R is the parabolic subgroup whose Levi part is GLm. Clearly every representative of the

double cosets Pm\SO2m/U1 is of the form wv where w is a Weyl element and v ∈ V . Denote

u1(x) = I2m + xe′1,m and u2(y) = I2m + ye′1,m+1. Then from the definition u1(x), u2(y) ∈ U1

and ψa
U1

(u1(x)) = ψ(x) and ψa
U1

(u2(y)) = ψ(ay). Assume first that the representative is

a Weyl element. A simple computations shows that if w = (wk,j) is in SO2m then wk,j =

w2m+1−k,2m+1−j. A matrix multiplication implies that either wu1(x)w
−1 ∈ Pm for all x ∈ F

or wu2(y)w
−1 ∈ Pm for all y ∈ F . From this it follows that w cannot be an admissible

representative. Let Um+1
1 be the subgroup of U1 such that r1,2 = · · · = r1,m+1 = 0. Clearly,

the restriction of ψa
U1

to Um+1
1 is trivial. Let wv be a double coset representative. It is

an easy matrix multiplication to show that given v ∈ V , there is a u′ ∈ Um+1
1 such that

vu1(x)u2(y)u
′v−1 = u1(x)u2(y). Using this we are basically reduced to the case of a Weyl

element representative which we showed that it is not admissible. Thus wv is not admissible

and we are done.

Next consider case (b). We first describe the group V (O) in this case. For any j > 1

define the unipotent group

Lj = {

I2j X
I2(m−2j)

I2j

 : JX t +XJ = 0}
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We define a character of Lj by ψj(l) = ψ(tr′x) where tr′x = x1,1 + · · · + xj,j. Thus integral

(2) becomes in this case ∫
Lj(F )\Lj(A)

Em,i(lg)ψj(l)dl (4)

In other words this is integral (2) for the unipotent class O = (22j12(m−2j)). To handle

this case we use R = Qm,i. As above, we can choose the representatives for Qm,i\SO2m/Lj

to be wv where w is a Weyl element and v ∈ V . For all 1 ≤ k ≤ j we define uk(yk) =

I2m+yke
′
k,2(m−j)+k. We also define L′j to be the subgroup of Lj such that xp,q = 0 for all p ≥ q.

Clearly, the restriction of ψj to L′j is trivial, and ψj(uk(yk)) = ψ(yk). Denote by Um,i the

unipotent radical of Qm,i and let U−
m,i denote the opposite unipotent group to Um,i. Assume

first that the representative is a Weyl element w. Then it is easy to see that if wuk(yk)w
−1 /∈

U−
m,i then wuk(yk)w

−1 ∈ Qm,i. Thus we have to prove that there is 1 ≤ k ≤ j such that

wuk(yk)w
−1 /∈ U−

m,i. To see this notice that as we vary k all variables yk and −yk occur in

different rows and columns. In other words, if k1 6= k2 then the variables yki
in the matrices

uki
(yki

) are in different rows and columns. Since conjugation by w permutes the rows and

columns it follows that the same thing happens for all matrices wuk(yk)w
−1 with 1 ≤ k ≤ j.

However, from the definition of U−
m,i it follows that at most i of the matrices wuk(yk)w

−1 can

be in U−
m,i. Since j > i it follows that at least for one k we have wuk(yk)w

−1 ∈ Qm,i. Hence

w is not admissible. Next we consider the general case, that is when the representative is

wv. This is done as in case (a). More precisely, a matrix multiplication shows that given v

there is an l ∈ L′j such that vu1(y1) · · ·uj(yj)lv
−1 = u1(y1) · · ·uj(yj). Since we saw that w

cannot be admissible, it follows that wv is not admissible.

Finally we consider case (c). Since this case is similar to case (a) we just indicate the

group V (O) and the relevant characters in this case. Recall that O = ((2n1)
2l1 · · · (2nk)

2lk1t).

Since this is a unipotent orbit for SO2m the sum has to be even and hence t is even . Following

the general description as explained in [GRS2] we consider the parabolic subgroup of SO2m

whose Levi part is given by

GLn1−n2
2l1

×GLn2−n3

2(l1+l2) × · · · ×GL
nk−1−nk

2(l1+···+lk−1) ×GLnk

2(l1+···+lk) × SOt

The actual size and the number of times that each GLj occurs in the above group, is not

important to us. All that matters is that this Levi group has the form GLr1×· · ·×GLrl
×SOt

for some l > 1. The reason that l > 1 follows from the fact that n1 > 1.

Let r̄ = (r1, · · · , rl, t). Let Qr̄ denote the parabolic subgroup of SO2m whose Levi part

is GLr1 × · · · × GLrl
× SOt. We denote its unipotent radical by U0

r̄ . We define a subgroup

Ur̄ of U0
r̄ as follows. If t = 0 we define Ur̄ = U0

r̄ . In the case when t 6= 0 we first notice
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that U0
r̄ /[U

0
r̄ , U

0
r̄ ] can be identified with Y = Matr1×r2 ⊕ · · · ⊕ Matrl−1×rl

⊕ Matlk×t. For

y = (y1, · · · , yl−1, yl) ∈ Y we let Y 0 denote the subgroup of all y ∈ Y such that yl = 0. We

now define Ur̄ to be the subgroup of U0
r̄ generated by the image of Y 0 in U0

r̄ and by [U0
r̄ , U

0
r̄ ].

In both cases we have V (O) = Ur̄

Next we define a character ψUr̄ of Ur̄. To do that we first identify Ur̄/[Ur̄, Ur̄] with

X = Matr1×r2⊕· · ·⊕Matrl−1×rl
⊕Mat0rk

where Mat0rk
= {A ∈Matrk

: AtJ+JAt = 0} and

J is the matrix with ones on the other diagonal and zero elsewhere. To define the character

ψUr̄ we define it on Ur̄/[Ur̄, Ur̄] and then extend it trivially to Ur̄. Let x = (x1, · · · , xl, x
0
l ) be

an element in X. We define ψUr̄(u) = ψ(tr(x1 + · · · + xl) + tr′x0
l ) where for x0

l = (x0
l [i, j])

we set tr′x0
l = x0

k[1, 1] + · · ·+ x0
k[rl/2, rl/2]. ( Recall that rl is even). These characters agree

with the definition of ψV (O) in this case.

To prove that (2) are zero for all choice of data, we use the same type of argument as

in case (a) where we use R = Pm. Once again, any double coset representative is of the

form wv. Let us just mention that the fact that n1 > 1 implies that w is not admissible.

Indeed, from the definition of ψV (O) in this case we can find two one dimensional unipotent

subgroups such that ψV (O) restricted to these groups is not trivial and these groups are not

commutative. Hence at least one of them must be conjugated into Pm. This follows from the

fact that the unipotent radical subgroup of Pm, and hence its opposite group, are abelian.

The general case is done in a similar way as in case (a) and will be omitted. This completes

the proof of the proposition. �

Next we define certain subgroups of the group U1 which was defined in the proof of

Proposition 2 part (a). For all 2 ≤ k we define Uk
1 = {u = (ui,j) ∈ U1 : u1,i = 0, 2 ≤ i ≤ k}.

We prove

Lemma 1: For all 2 ≤ k ≤ m− 1 the integral∫
Uk

1 (F )\Uk
1 (A)

Em,i(ug)ψ
a
U1

(u)du (5)

is zero for all choice of data. Here ψa
U1

is viewed as a character of Uk
1 by restriction.

Proof: For 2 ≤ j ≤ k we expand integral (5) along the unipotent groups xj(rj) = I2m+rje
′
1,j.

We thus obtain∫
Uk

1 (F )\Uk
1 (A)

∑
αj∈F ∗

∫
(F\A)k−1

Em,i(x2(r2) · · ·xk(rk)ug)ψ
a
U1

(u)ψ(α2r2 + · · ·+ αkrk)drjdu (6)

Conjugating by a suitable discrete matrices γ( ~αj) in SO2m−2(F ), integral (6) equals∑
γ

∫
U1(F )\U1(A)

Em,i(uγg)ψ
a
U1

(u)du (7)
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However, from Proposition 2 part (a) this last integral is zero for all choice of data. �

Proof of Theorem A: Let O = (n1 · · ·ns) be a unipotent orbit. Because of Proposition

2 we may assume that O is greater than (312m−3). Then n1 ≥ 3. Assume first that at

least one of the ni is odd and greater then one. In this case the torus hO(t) contains the

factors t and t0 = 1 in it. Assume that t1 occurs p1 times in hO(t) and that one occurs p2

times. Then from the definition of hO(t) we have p1 ≤ 2p2. As in [GRS2], to determine the

character ψV (O) we need to consider the various orbits of GLp1(F ) × SO2p2(F ) which acts

on Matp1×2p2(F ) whose stabilizer is SOp1(F ) × SO2p2−p1(F ). It is not hard to check that

a representative of such an orbit can be chosen so that one of the rows will be a vector of

nonzero length. This means that V (O) contains a subgroup which is conjugated to Uk
1 for

some k ≤ m − 1 and that ψV (O) induces a character ψU1 on Uk
1 . Here Uk

1 is defined before

Lemma 1 and ψa
U1

is defined in the proof of Proposition 2 part (a) . It follows from Lemma

1 that this integral is zero. Thus we may assume that if O = (n1 · · ·ns) then either all the

nj’s are even numbers or the number one. But these cases were covered in Proposition 2

part (c). This completes the proof of the Theorem. �

For Theorem B, stated below, we need one more result on the vanishing properties of the

Fourier coefficients. Recall that V is the maximal unipotent subgroup of SO2m which consists

of upper unipotent matrices. Let ε = (ε1, . . . , εm) where εj ∈ F . We define a character ψε
V on

V as follows. For v = vk,j ∈ V we define ψε
V (v) = ψ(ε1v1,2 + · · ·+ εm−1vm−1,m + εmvm−1,m+1).

Lemma 2: Suppose that for some j ≤ m− 2, the numbers εj and εj+1 are both nonzero or

that εm−2 and εm are both nonzero. Then the integral∫
V (F )\V (A)

Em,i(vg)ψ
ε
V (v)dv (8)

is zero for all choice of data.

Proof: The proof of this lemma is similar to the proof of Proposition 2. All we have to verify

is that the space of double coset Pm\SO2m/V has no admissible representatives. Clearly, all

representatives can be chosen to be Weyl elements. A double coset will be admissible if and

only if its representative w conjugates into L− all simple roots of SO2m for which ψε
V is not

trivial. Here L is the unipotent radical of Pm and L− = Lt. Clearly, L is abelian. From our

assumption on the εj’s, the character ψε
V is not trivial on the matrices {I2m + vj,j+1e

′
j,j+1}

and {I2m + vj+1,j+2e
′
j+1,j+2} or on {I2m + vm−2,m−1e

′
m−2,m−1} and {I2m + vm−1,m+1e

′
m−1,m+1}.

If we consider each pair separately we see that the two matrices are not commutative. Thus

it is impossible to find a Weyl element which will conjugate them simultaneously into L−

which is abelian. �
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3 On Non-vanishing Properties of Em,i

In this section we will determine the Fourier coefficient which the representation Em,i sup-

ports. More precisely, we will prove

Theorem B: The representation Em,i has a nonzero Fourier coefficient which corresponds

to the unipotent orbit (22i12(m−2i)).

Let us first recall the Fourier coefficient which corresponds to this orbit. This was done

in Proposition 2 case (b). In that part we defined the group Li and the character ψi defined

on this group. Thus the Fourier coefficient which corresponds to the above unipotent orbit

is given by integral (4). To prove Theorem B we need to show that there is a choice of data

such that integral (4) is not zero. To do this we will use induction.

For 1 ≤ j ≤ m− 1 let Uj denote the unipotent subgroup of SO2m defined by all matrices

of the form Uj = {I2m + rj,j+1e
′
j,j+1 + · · · + rj,2m−je

′
j,2m−j + zej,2m−j+1} where e′k,t = ek,t −

e2m−t+1,2m−k+1 and z depends on the rj,p. In matrices we have

U1 = {

1 r z
I2m−2 r∗

1

 : r ∈Mat1×2m−2} U2 = {


1

1 r z
I2m−4 r∗

1
1

 : r ∈Mat1×2m−4}

and so on. We clearly have that V = U1U2 . . . Um−1 where V is the maximal unipotent

subgroup of SO2m which consists of upper triangular matrices. Define a character ψ0
1 of U1

as follows. For u = (uk,j) ∈ U1 define ψ0
1(u) = ψ(u1,2). We first claim that the integral∫

U1(F )\U1(A)

Em,i(ug)ψ
0
1(u)du (9)

is not zero for some choice of data. Indeed, consider the Fourier expansion of Em,i(g) along

U1. From Proposition 2 case (a) we know that the contribution to this expansion from all

vectors of nonzero length is zero. If integral (9) is zero for all choice of data, it follows that

Em,i(g) will equal its constant term along U1. This is impossible unless i = 0 in which case,

Em,0 is the trivial representation.

Next we expand (9) along the group U2. In this case we claim that only the constant

term contributes to the expansion. Indeed, the contribution from vectors of nonzero length

to this expansion is zero because the group U2 can be conjugated to the group U2
1 which was

defined right before Lemma 1. If the character on U2 corresponds to to a vector of nonzero

length, it then follows from Lemma 1 that it is zero. Next we consider the contribution to

the expansion from the nonzero vectors of length zero. Let ψ0
2 denote the character of U2
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defined as follows. For u = (uk,j) ∈ U2 define ψ0
2(u) = ψ(u2,3). Thus the contributions from

these vectors will be a sum of integrals of the type∫
U1(F )\U1(A)

∫
U2(F )\U2(A)

Em,i(u1u2g)ψ
0
1(u1)ψ

0
2(u2)du2du1 (10)

We claim that this integral is zero. Indeed, continuing and expanding this integral along U3,

then U4 and so on we obtain, that (10) is a sum of integrals of the type (8). Thus, in the

notations of Lemma 2, we have that ε1 = ε2 = 1. Hence by that Lemma each such term is

zero, and hence (10) is zero for all choice of data.

Thus, (9) equals ∫
U1(F )\U1(A)

∫
U2(F )\U2(A)

Em,i(u1u2g)ψ
0
1(u1)du2du1 (11)

This integral defines a nonzero automorphic representation for the group SO2m−4(A). To

prove Theorem B we will show that this representation is Em−2,i−1. Thus we will be able to

apply induction.

Let Q = Qm,2 denote the maximal parabolic subgroup of SO2m whose Levi part is

GL2 × SO2m−4 and such that its unipotent radical, denoted U(Q) is upper triangular. To

analyze integral (11) we consider the integral

I(h, g) =

∫
F\A

∫
U(Q)(F )\U(Q)(A)

Em(u(x(r)h, g), s)ψ(r)dudr (12)

Here (h, g) ∈ GL2 × SO2m−4 and x(r) is the upper unipotent subgroup of GL2. Clearly,

I(h, g) is an automorphic function in the variable g, that is on the group SO2(m−2). We

unfold this integral and notice that Pm\SO2m/Q has three double cosets. First, we have the

identity w1 = e and the other two representatives can be chosen to be

w2 =


1

1
I2m−4

1
1

 w3 =

 I2
I2m−4

I2



Thus (12) is equal to the sum of the three integrals

Ij =

∫
F\A

∫
U(Q)(F )\U(Q)(A)

∑
γ∈(Q∩w−1

j Pmwj)(F )\Q(F )

fs(wjγu(x(r)h, g))ψ(r)dudr (13)
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We will show that I1 = I3 = 0 by studying the discrete sum in each case. For w1 we obtain the

sum over Pm−2(F )\SO2(m−2)(F ). This means that the sum does not depends on the h vari-

able and hence, conjugating x(r) to the left we obtain zero because of the additive character.

Case w3 is similar. In this case the discrete sum is over (Pm−2(F )\SO2(m−2)(F ))U(Q)(F ).

Thus we get zero contribution in this case. We are left with w2. Write U(Q) = U ′(Q)U ′′(Q)

where

U ′(Q) = {u =


1

1 r
Im−2

Im−2 r∗

1
1

} U ′′(Q) = {u =


1 r1 r2 z ∗

1 0 r3 ∗ z∗

Im−2 r∗3 r∗2
Im−2 0 r∗1

1
1

}

Here, all variables r ∈Mat1×(m−2). For w2 the discrete sum equals

(B2(F )\GL2(F ))(Pm−2(F )\SO2(m−2)(F ))U ′′(Q)(F )

From this, factoring the integration over U(Q), integral (12) equals∑
δ∈B2(F )\GL2(F )

∫
F\A

∑
γ∈Pm−2(F )\SO2(m−2)(F )

∫
U ′(Q)(A)

fs(w2u(x(r)δh, γg))ψ(r)dudr (14)

Consider the integral over U ′(Q)(A) only. An easy computation shows that this integral

defines a section in the induced space Ind
SO2(m−2)(A)

Pm−2(A) δ
((m−1)s−1)/(m−3)
Pm−2

. This means that as

a function of g ∈ SO2(m−2)(A), integral (14) can be realized in the space of the Eisenstein

series Em−2(g, ((m− 1)s− 1)/(m− 3)). We know that integral (11) is the residue of integral

(12) at the point sm,i = (m − 1 − i)/(m − 1). Since integral (11) is nonzero it follows that

the residue of integral (14) at sm,i = (m− 1− i)/(m− 1) is nonzero and that it is realized in

the space of the residue representation Em−2,i−1 of the group SO2(m−2)(A). If i > 1 then the

representation Em−2,i−1 is not the trivial representation. Hence, when we expand (11) along

U3 we obtain a non trivial contribution from the nonzero length vectors. In other words, if

i > 1 then the integral∫
U1(F )\U1(A)

∫
U2(F )\U2(A)

∫
U3(F )\U3(A)

Em,i(u1u2u3g)ψ
0
1(u1)ψ

0
3(u3)du3du2du1 (15)

is nonzero for some choice of data. Here ψ0
3(u3) is defined as follows. If u3 = (ui,j) ∈ U3 then

ψ0
3(u3) = ψ(u3,4). Arguing as in integrals (9) and (10) we deduce that (15) equals∫

V2(F )\V2(A)

Em,i(vg)ψV2(v)dv (16)
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where for each j we define Vj = U1U2 . . . U2j and for v = (vl,k) ∈ Vj we define ψVj
(v) =

ψ(v1,2 + v3,4 + · · · + v2j−1,2j). The integral (16) defines an automorphic representation on

SO2m−8. Arguing as above we deduce that this representation is realized in the space of

Em−4,i−2. Hence, if i > 2 it is not the identity representation and we can proceed by

induction to deduce that ∫
Vi(F )\Vi(A)

Em,i(vg)ψVi
(v)dv (17)

is not zero for some choice of data. Recall, from the description in proposition 2, that we

need to show that the integral ∫
Li(F )\Li(A)

Em,i(lg)ψi(l)dl (18)

is nonzero for some choice of data. To show that we will prove that the non-vanishing

of (17) implies the non-vanishing of (18). To do that define the following Weyl element

w of SO2m. Let w[k, r] denote the (k, r) − th entry of w. Recall that to define a Weyl

element of SO2m it is enough to specify it in the first m rows. For all 1 ≤ j ≤ i let

w[j, 2j − 1] = w[i+ j, 2(m− i+ j)− 1] = 1. Also, for all 2i+ 1 ≤ j ≤ m let w[j, j] = 1. All

other entries of the first m rows are zeros. A simple conjugation shows that the integral∫
L0

i (F )\L0
i (A)

Em,i(lg)ψi(l)dl (19)

is obtained as an inner integration to integral (17). Here L0
i = {l = (lk,r) ∈ Li : lk,r =

0 if k > r}.
Next we expand integral (19) along the abelian group L0

i \Li with points in F\A. Using

a certain discrete matrix we obtain that this expansion is given as a sum of integrals where

each summand is integral (18). Thus integral (18) is nonzero. This completes the proof of

Theorem B. �
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